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Abstract Fractures contribute significantly to the overall

permeability of naturally or hydraulically fractured reser-

voirs. In the cap rock, fractures may provide unwanted

pathways for reservoir or stimulation fluids. Predicting fluid

flow in naturally fractured rocks under production or fluid

injection requires that permeability of a single, rough-walled

fracture be well understood and accurately described as a

function of the effective stress. The lack of information about

the properties of fractures at depth calls for a numerical

approach that would enable predicting the fracture perme-

ability as a function of the effective normal stress. Such fully

computational approach is developed in this study. The

fracture deformation is calculated by solving the contact

problem using the finite-element method. At each deforma-

tion step, the steady-state fluid flow in the fracture is com-

puted in two orthogonal directions using the lubrication

theory approximation, in order to evaluate the permeability

and the hydraulic aperture of the fracture. The computational

approach is tested on two examples: a ‘brittle rock’ (linear

elastic) and a ‘ductile rock’ (linear elastic perfectly plastic).

Both mechanical and hydraulic behaviours of the fracture

under cyclic normal loading are found to be in qualitative

agreement with the results obtained in a number of published

experimental studies. The computational approach provides

an insight into the actual mechanics of the fracture defor-

mation under stress, and the effect of the latter on the per-

meability. In particular, hysteresis in the fracture roughness

is obtained with the ‘ductile rock’, suggesting that (at least

some) fractured rocks may retain ‘memory’ about their

loading history imprinted in the fracture landscapes.
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Introduction

The importance of fracture for fluid flow in subsurface rocks

has been recognised in hydrology, geophysics, and reservoir

engineering for at least three decades. In petroleum engi-

neering, the naturally fractured reservoirs (carbonates, gas-

bearing shale) stand out as a subject of their own, because of

their remarkably different behaviour (Aguilera 1980). Nat-

urally fractured reservoirs are those where fractures con-

tribute crucially to storage and/or permeability. In reality, all

rocks contain fractures, spanning in size from microcracks at

grain scale to master joints extending for hundreds of metres

(Twiss and Moores 2007).

Fracture permeability is a function of (i) the average

opening of the fracture (which is often called the

mechanical aperture); (ii) the roughness of the fracture

faces caused by asperities. The roughness creates tortuous

flow paths for the fluids (Brown 1987; Muralidharan et al.

2004). Hydraulic aperture of a fracture, wh, is defined as the

aperture of a smooth-walled conduit that has the same

permeability as the real rough-walled fracture (Brown

1987; Zimmerman et al. 1991). The permeability of a

fracture is thereby equal to w2
h

�
12.

Note that the terms ‘mechanical aperture’, ‘average

aperture’, and ‘mean aperture’ are used interchangeably

throughout this manuscript, just as they are in modern rock

mechanical and hydrogeological literature.

When compressive normal stresses in the rock are

increased, a fracture closes, and its permeability declines.

At the same time, the fracture stiffness increases since

more contacts between the fracture faces are created, and
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the area of the existing contacts increases (Chen et al.

2000; Pyrak-Nolte and Morris 2000). Similar effects, i.e.

fracture closure and permeability reduction, are observed

when the fluid pressure inside the fracture is reduced. Apart

from direct reduction in the aperture, fracture closing

increases the flow tortuosity since more asperities come

into contact, and the flowing fluid has to go around them.

This effectively increases the length of streamlines and

pathlines, further reducing the hydraulic aperture of the

fracture.

Unloading of a fracture, i.e. reduction in the normal

stress, is usually accompanied with hysteresis in the frac-

ture permeability: the fracture permeability is different

during unloading from what it was at the same stress during

loading (Gutierrez et al. 2000). Hysteresis of the fracture

permeability under normal loading is a manifestation of a

more general irreversibility of rock deformation that also

includes, for example, the ‘stress-memory’ capacity of

rocks (Becker et al. 2010; Lavrov 2005).

Depletion of oil and gas reservoirs is known to be

accompanied with fracture closure, which is one of the rea-

sons for notoriously low recovery factors in naturally frac-

tured reservoirs (e.g. recovery factors down to 10–15 % in

some fractured carbonates). A recent study suggests that

stress-dependent fracture permeability can reduce the

cumulative ten-year production from an unconventional gas

field by 10 % (Aybar et al. 2014). Designing hydrocarbon

production from and fluid injection into such fields requires a

good grasp of the basic mechanisms affecting fracture

behaviour during depletion and injection. It also calls for

quantitative estimates of fracture permeability as a function

of drawdown (reservoir pressure reduction).

It should be noted that very little information about

fracture morphology (incl. roughness) and properties of the

fracture network is available in practice when a field is

developed. This information is usually gathered by inter-

preting image logs (acoustic or electric). Such logs show

only traces of the fractures on the borehole wall. The res-

olution of the currently available equipment is not suffi-

cient to quantify the fracture aperture, let alone provide

information about fracture roughness. Under these cir-

cumstances, use of analogues, e.g. fractured outcrop rocks,

for deriving fracture behaviour of fractures at depth

becomes difficult, if possible at all, since fracture proper-

ties at depth can only be guessed.

The inaccessibility of fractures at depth and unavail-

ability of information on their properties motivate the

development of a computational approach that would allow

an engineer to derive fracture properties such as stiffness

and permeability from the limited information about the

rock and fractures that is available. The first objective of

this study was to demonstrate the viability of such

approach for a fracture subject to normal stress.

Many empirical and semi-empirical fracture deforma-

tion laws have been proposed in the literature over the past

40 years. These laws are typically obtained for specific

rocks. Each of such laws is therefore not particularly useful

for other rocks. A number of empirical and semi-empirical

laws governing fracture deformation under normal stress

are discussed in (Gangi 1978; Malama and Kulatilake

2003). As pointed out in (Gangi 1978), the empirical and

semi-empirical laws, albeit useful for matching the exper-

imental data for a specific rock, provide no insight into the

physical mechanisms of stress-dependent fracture

permeability.

The limited validity and applicability of empirical and

semi-empirical fracture deformation laws has motivated

the development of numerical models of fracture defor-

mation under normal stress. Most of these models are based

on the approach of a ‘bed of nails’ advocated in (Gangi

1978). In that study, asperities were considered as a col-

lection of cylinders deforming independently of each other.

It was shown that ‘nails’ of different shapes could be used

and could bring about the same fracture deformation law as

the cylinders, provided that the length distribution of the

‘nails’ is adjusted accordingly. A similar approach was

taken in (Brown and Scholz 1986) where the Hertzian

model was used to describe the interaction between

asperities in contact. Independent interaction of asperities

in models of this kind is a crude approximation. Another

drawback of these models is the need for their calibration

in terms of micromechanical parameters that cannot be

easily obtained from a direct rock mechanical test. Despite

the above weaknesses, tuning the model parameters

enabled a good approximation of the measured normal

stress versus fracture closure curves in (Brown and Scholz

1986; Gangi 1978). The Hertzian model was used to

describe contact interaction between asperities also in a

number of subsequent studies, e.g. (Lespinasse and Sausse

2000). A simplified description of the contact interaction

was employed also in the work of (Pyrak-Nolte and Morris

2000) and (Detwiler and Morris 2014) who modelled

asperities as circular cylinders behaving elastically at any

stress.

It should be noted that, even though the above-men-

tioned simplified treatments of fracture deformation do

provide a valuable insight into the mechanics of fracture

closure, it is difficult to establish a relationship between the

parameters of such models and measurable rock properties.

Modern finite-element codes offer a more accurate, and

consistent, description of contact interactions, without the

major simplifications used in the above earlier works. In

addition, the hard contact model implemented, for exam-

ple, in the finite-element package ABAQUS and used in

this study involves only measurable, macroscale properties

of the rock, such as the Young’s modulus and the Poisson’s
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ratio, and is therefore more suitable for practical applica-

tions. Unlike its empirical and semi-empirical counterparts,

the finite-element model of the contact problem allows one

to study directly the effect of different factors, such as the

rock plasticity, on the fracture deformation.

It should be noted that most of the experiments on fracture

deformation and fracture permeability under stress have

been performed on brittle, crystalline rocks such as granite,

quartzite, and marble. Studies on rocks showing some degree

of plasticity, e.g. shale, are rare. Experiments of (Gutierrez

et al. 2000) performed on Kimmeridge shale revealed irre-

versible, hysteretic fracture deformation under cyclic normal

load. The fracture had nonmatching rough walls in that

study. As a result, it was not possible to completely close

such fracture by applying normal load. Even at normal

stresses on the order of or higher than the unconfined com-

pressive strength of the shale, the fracture permeability was

several orders of magnitude higher than the matrix perme-

ability of the rock. In contrast, experiments performed on an

artificial, smooth-walled fracture using another shale

(Opalinus Clay) demonstrated that the permeability of such

fracture could be reduced virtually down to the matrix per-

meability by applying a sufficiently large normal stress (Cuss

et al. 2011). The above two studies demonstrate the essential

role of asperities in governing the mechanical and hydraulic

behaviours of fractures in a ductile rock. It should be noted

that asperities also have a significant impact on particle

transport. In particular, surface roughness gives rise to

hydrodynamic dispersion during particle transport in frac-

tures (Bauget and Fourar 2008; Cumbie and McKay 1999;

Koyama et al. 2008; Nowamooz et al. 2013).

The role of plastic deformation in contact interactions

between asperities was recognised and confirmed via SEM

analyses already by (Brown and Scholz 1986). However,

their plasticity model, being part of the Hertzian contact

model, was severely oversimplified.

The objectives of this study, in addition to demonstrat-

ing the viability of the computational approach, were as

follows: to look into the effect of rock ductility (plasticity)

on fracture permeability under normal stress; to look into

the effect that normal stress might have on the roughness-

induced anisotropy of the fracture permeability, in a rela-

tively brittle rock and in a relatively ductile rock.

Computational workflow

The numerical workflow used for deriving fracture perme-

ability as a function of normal stress in this work is as follows:

1. Generate two fracture surfaces. This is done numeri-

cally in this study. Alternatively, profilometry can be

performed on geological samples of a fractured rock.

2. Use the two landscapes obtained in (1) to make two

rock blocks (prisms), with each of the two landscapes

being a face on one of the prisms. The prisms are then

placed so that the two rough sides face each other

(Fig. 1).

3. Import the two rock blocks into a finite-element

software.

4. Fix one block and apply a desired history of normal

loading–unloading to the other block, under displace-

ment control.

5. At each displacement step, export the distribution of

the fracture aperture and construct an updated fracture

aperture landscape.

6. For each exported distribution of aperture, perform

fracture flow simulations to derive the fracture perme-

ability (the hydraulic aperture).

Items 1, 2, and 3 in the above list are pre-processing.

Item 5 is post-processing. Items 4 and 6 are the actual

numerical simulations.

The recursive subdivision technique was used in this

study to generate two fracture faces numerically (step 1 in

the above list) (Fournier et al. 1982). Both fracture surfaces

were generated using the same parameters, in particular the

Hurst exponent (a parameter linked to the fractal dimension

of the fracture surfaces) equal to 0.7, and had the same in-

plane dimensions of 32 cm 9 32 cm. The Hurst exponent

is typically around 0.8 for natural fractures in rocks (Det-

wiler and Morris 2014). The in-plane grid spacing was

equal to 1 cm; thus, the fracture plane had à 33 nodes in the

x- and y-directions. The discretisation was thus quite

coarse. However, as shown by (Schmittbuhl et al. 2008),

viscous flow in a fracture is controlled by long wavelengths

of the fracture aperture landscape, at least when the frac-

ture is opened. Therefore, as a first approximation, a coarse

model was deemed sufficient. Using a fine grid would

induce a prohibitive computational cost for the FEM model

of mechanical deformation since the mechanical model

was 3D, while the flow model was effectively 2D. All

numerical computations in the workflow were performed

on a desktop computer in this study. The relatively coarse

resolution is sufficient to demonstrate the viability of our

fully computational approach. Finer grids can be used in

future work.

It should be noted that the procedure described above

and used for generating the fracture faces numerically in

this study implies that fracture faces do not match at the

beginning of the simulation. According to (Gangi 1978),

this is a reasonable conjecture since, even in the case where

the fracture faces could potentially be matching (e.g.

freshly formed tensile fracture without shear displacement

in hydraulic fracturing), the fracture will most likely be

kept opened at some spots by gouge (small broken pieces
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of rock dislodged from the fracture faces). The latter would

play the role of asperities even in the rare cases where the

fracture faces could match.

The grid spacing of 1 cm ensured that the lubrication

theory approximation would hold in flow simulations (step

6 in the above list). It should be noted that, instead of

numerical generation of the fracture landscape, a real

landscape could be obtained from a real rock sample using,

for example, mechanical profilometry (Lespinasse and

Sausse 2000) or laser profilometry (MŁynarczuk 2010;

Schmittbuhl et al. 2008).

A structured mesh of hexahedral elements was then

generated in both blocks (step 2 in the above list). The two

meshed blocks are shown in Fig. 1. The two blocks were

then imported into a finite-element code (item 3 in the

above list). ABAQUS was used in this study, but any other

FEM code capable of handling contact problems could be

used as well.

ABAQUS is a commercially available general-purpose

finite-element code widely used for solving problems in

solid mechanics. In this work, static stress analysis of

fracture deformation under normal displacement was per-

formed with ABAQUS. The following boundary conditions

were applied on the bottom block: rollers at the bottom side

(z = 0), the front side (y = 0), and the left-hand side

(x = 0). See Fig. 1 for the coordinate system. For the top

block, z-displacement was applied at the top side. The

loading was thus displacement-controlled. The intention

was to reproduce the boundary conditions of a laboratory

test used to study fracture deformation and flow.

After the finite-element simulation of fracture defor-

mation was completed, the reaction force on the top surface

of the top block was extracted. From this force, the aver-

aged applied stress was calculated at each displacement

step. Furthermore, the distribution of the contact opening

was exported for each displacement step. These data were

then used to construct an updated fracture aperture profile

(step 5 in the above list).

For each updated fracture profile, a steady-state flow

simulation was performed to assess the fracture perme-

ability and the hydraulic aperture. To this end, the updated

fracture profiles were imported into a fracture flow code,

and a steady-state simulation of unidirectional flow of an

incompressible Newtonian fluid was performed by apply-

ing a pressure gradient in the x-direction, i.e. between the

sides x = 0 and x = 32 cm of the fracture. It should be

noted that the fracture permeability is usually so much

greater than the matrix permeability that matrix porosity

and permeability were neglected in this study, and only

flow inside the fracture was considered (with no matrix–

fracture fluid exchange and no poroelastic effects in the

matrix).

The fracture flow code solved the problem under the

assumptions of the lubrication theory approximation. These

assumptions are as follows (Zimmerman et al. 1991):

(i) the inertial effects are negligible, i.e. the Reynolds

number is smaller than 1;

(ii) the velocity gradient in the fracture plane is much

smaller than in the direction normal to fracture. This means

in practice that the standard deviation of the aperture dis-

tribution is smaller than the largest wavelength of the

aperture profile.

Under the above assumptions, the flow equation is given

by (Brown 1987; Keller et al. 1999):

o

ox
w3 op

ox

� �
þ o

oy
w3 op

oy

� �
¼ 0 ð1Þ

where p is the fluid pressure inside the fracture; w is the

local fracture aperture; x and y are Cartesian coordinates in

the fracture plane. Equation (1) was solved on a regular

Cartesian grid using the finite-volume method described

and benchmarked elsewhere (Lavrov 2014). It should be

Fig. 1 Two rock blocks with

the fracture between them
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noted that numerical modelling of this type has been used

for the evaluation of fracture permeability in many previ-

ous studies, e.g. (Brown 1987; Koyama et al. 2008).

From the flow simulation (step 6 in the above list), the

hydraulic fracture aperture was obtained as a function of

the normal stress or displacement. Other outputs, at each

loading step, included distributions of fluid pressure and

velocity in the fracture plane, maximum and average

(mechanical) aperture of the fracture.

The numerical road map laid out above was tested on

two examples:

(a) a linear elastic rock (‘brittle rock’);

(b) an elastic perfectly plastic rock (‘ductile rock’).

The ‘brittle rock’ may serve as a model for a fracture in

a brittle, hard, crystalline rock. The ‘ductile rock’ may

serve as a model for a fracture in a soft, sedimentary rock

showing significant plasticity, such as some shales.

Results

Brittle rock

The material properties of the rock are given in Table 1.

The rock was linear elastic and might serve as analogue to

a hard rock under stresses that do not exceed its yield point.

The two blocks were initially placed in such a way that

the initial mechanical aperture (the average distance

between the rough fracture faces) was equal to 2 mm.

There were no contact spots between the fracture faces at

the beginning of the simulation. The displacement of the

top surface of the top block was then increased from 0 to

5 mm so as to close the fracture. Since the material was

linear elastic, the deformation was reversible, and no

loading–unloading cycles were therefore performed in this

simulation.

The averaged stress at the top surface of the top block

versus applied displacement is shown in Fig. 2 (solid line,

diamond markers). The solid line in Fig. 2 is quite non-

linear even though the rock is linear elastic. The nonlin-

earity was due to the fracture progressively closing as the

displacement increased. The number and area of the con-

tact spots were increasing with displacement, making the

fracture effectively stiffer. This behaviour is well known

from laboratory tests, e.g. (Pyrak-Nolte and Morris 2000).

The rate of stiffness increase depends on the rate of for-

mation of new contacts as the fracture surfaces are pressed

against each other.

The plot in Fig. 2 is qualitatively similar to the stress–

displacement plots in (Koyama et al. 2008; Malama and

Kulatilake 2003). The displacement values represented by

the solid line in Fig. 2 contain both the deformation (clo-

sure) of the fracture and the deformation (compression) of

the bulk rock. As mentioned in (Koyama et al. 2008), the

rightmost part of the solid curve corresponds to the elastic

deformation of the bulk rock and is therefore linear in this

simulation. The linear component of the deformation is

plotted as a dashed line with triangular markers in Fig. 2.

We now follow the procedure described in (Koyama et al.

2008) to extract the fracture deformation curve from these

simulation data. Shifting the solid line leftwards so that it

now passes through the origin produces the dashed line

with square markers in Fig. 2. Shifting the dashed straight

line with triangular markers leftwards, so that it now passes

Table 1 Material properties in the simulation of a ‘‘brittle’’ rock

Property Value

Young’s modulus (GPa) 5.0

Poisson’s ratio 0.3

Fig. 2 Stress versus

displacement obtained in the

simulation of a ‘brittle’ rock
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through the origin, produces the other dashed line with

square markers in Fig. 2. Subtracting one dashed line with

square markers from the other produces the dotted line,

which is the fracture deformation curve. Its shape is similar

to the fracture deformation curve in (Koyama et al. 2008).

All deformation of the bulk rock material has been

removed from the displacement represented by the dotted

curve. The dotted curve represents the pure fracture

deformation.

The fracture deformation curve in Fig. 2 has a vertical

asymptote at 1.4 mm which, according to (Koyama et al.

2008), signifies the mechanical aperture of the fracture (i.e.

the mean aperture) at zero normal stress. It is the theoret-

ical maximum of the relative normal displacement of the

fracture faces that can be achieved by increasing the

compressive stress on the fracture.

Analysis of the fracture aperture distributions at subse-

quent displacement steps has shown that the fracture faces

first touched each other when the applied displacement

became equal to 1.0 mm. The greatest value of the local

fracture aperture as a function of the applied displacement

is shown in Fig. 3 (dashed line). It is evident from Fig. 3

that the fracture became completely closed mechanically at

the last loading step, i.e. at the applied displacement of

5 mm. The flow through the fracture in the x-direction

ceased, however, already at the displacement of 2 mm, as

the hydraulic aperture data suggest (solid curve in Fig. 3).

Figure 4 illustrates the decay of the mechanical aperture

(average distance between the fracture faces) as the stress

increases. The shape of the curve in Fig. 4 resembles the

respective plot obtained in a laboratory experiment on a

granitic rock (Chen et al. 2000). The main qualitative

difference between the curve in (Chen et al. 2000) and the

curve in Fig. 4 is that zero aperture was not reached in the

former. In the simulation, a zero aperture is eventually

reached as the stress becomes sufficiently high. In a real

test, the bulk rock may break or the loading capacity of the

equipment may be exceeded before that happens.

Note that the hydraulic aperture shown in Fig. 3 was

obtained when the pressure gradient was applied in the x-

direction in the flow simulations, i.e. in the horizontal

direction in Fig. 5. In the right-hand part of the fracture, a

region of small aperture existed from the very beginning

(blue region in Fig. 5a). As the loading proceeded, this

region was closing first, until it completely blocked the

flow in the x-direction (Fig. 5b). The flow was blocked

because the fracture became completely closed along its

right-hand side (x = 0.32 m), while a substantial percent-

age of the fracture area was still mechanically opened, i.e.

had nonzero local aperture.

It should be noted that, if the fracture were larger, the

fluid would probably be able to find a way around and to

bypass the closed area. However, since all fractures, in

practice, are finite, the percolating flow path would sooner

or later cease to exist at some displacement value, and the

hydraulic aperture would drop to zero. In the case of a real,

rough-walled fracture with poorly matching faces and/or

with gouge deposited inside the fracture, the fracture is

likely to remain mechanically opened at some spots when

the flow stops. The exact displacement at which the flow

stops is expected to depend on the initial aperture, the

fracture roughness distribution, and the in-plane dimen-

sions of the fracture.

The difference between the concepts of the hydraulic

and the mechanical aperture is evident in Fig. 5. Similar to

isolated pores in porous media, open parts of the fracture in

Fig. 5c create mechanical aperture, but do not contribute to

the permeability of the fracture. Thus, the mean (i.e.

mechanical) aperture is nonzero in Fig. 5c, whereas the

hydraulic aperture is zero.

The effect of fracture closure on the fluid velocity and

the fluid pressure distributions is evident in Figs. 6 and 7,

respectively. The pressure gradient is quite uniform at the
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beginning of the loading, when the fracture is wide open

(Fig. 7a). As the loading proceeds, increasingly greater

pressure drop is needed to flow through the constriction at

the right-hand side of the fracture. As a result, most of the

pressure drop occurs at the right-hand side in Fig. 7b. The

fluid velocity field becomes increasingly tortuous as the

loading proceeds (compare Fig. 6b to Fig. 6a).

Figure 8 shows the ratio of hydraulic to mechanical

aperture, wh/w, as a function of the mechanical aperture,

w. As w increases, wh/w asymptotically approaches 1, as

expected since the effect of roughness decreases with

w (the height of asperities becomes relatively small, com-

pared to the steadily increasing fracture aperture).

Fig. 5 Fracture aperture distributions at successive applied displace-

ments in the simulation of a ‘brittle’ rock (unit of aperture in the

legend: m). Dark grey areas: closed fracture (contact between the

faces). a Displacement of 1.0 mm; b displacement of 2.0 mm;

c displacement of 3.0 mm

Fig. 6 Fluid velocity distributions at successive applied displace-

ments in the simulation of a ‘brittle’ rock. Units along x- and y-axes

are m. a Initial state, zero displacement of top surface; b displacement

of 1.0 mm
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It seems from the above exposition that the flow stop-

page at displacement of 2 mm is controlled by the right-

hand constriction in the fracture landscape. What if the

flow were in the orthogonal direction? Would the results be

different? In order to answer this question, flow simulations

were repeated in the y-direction for all displacement steps.

In turned out that the flow stopped at the next step, i.e. at

3-mm displacement, in this case. The results were in gen-

eral quite similar to those obtained with the flow in the x-

direction. The results obtained with the flow in the x- and y-

directions are juxtaposed in Fig. 9. A striking similarity

exists between the two curves in Fig. 9, despite the fact that

the numerical model is relatively small (33 9 33 nodes in

the fracture plane), which might be expected to produce

greater anisotropy.

As mentioned above, flow in the x-direction stops at

displacement of 2 mm, while flow in the y-direction stops

at displacement of 3 mm. A closer look at Fig. 5 reveals

why and how this happens. It is evident from Fig. 5a that

percolating clusters in both x- and y-directions do exist at

displacement of 1 mm. From Fig. 5b, a percolating cluster

only in the y-direction survives at displacement of 2 mm.

From Fig. 9c, no percolating cluster can be found in the

fracture. This is consistent with the difference in the evo-

lution of wh in the x- and y-directions in Fig. 9.

Figure 9 indicates that, although the anisotropy of the

fracture permeability is quite small, it is present at all

displacement steps. It is instructive to see how the per-

meability anisotropy evolves as the fracture closes. This is

shown in Fig. 10 where the anisotropy coefficient is plotted

as a function of the mechanical aperture. The permeability

Fig. 7 Fluid pressure distributions at successive applied displace-

ments in the simulation of a ‘brittle’ rock. Units along x- and y-axes

are m. Pressure units in the legend are Pa. Pressure applied at the left-

hand boundary is 2 Pa. Pressure applied at the right-hand boundary is

1 Pa. a Initial state, zero displacement of top surface; b displacement

of 1.0 mm
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coefficient is here defined as the ratio of the hydraulic

aperture obtained with the flow in the x-direction to the

hydraulic aperture obtained with the flow in the y-direction.

Figure 10 suggests that the permeability anisotropy is

indeed quite small, and the fracture becomes more iso-

tropic as it opens. In the limit of an infinitely wide fracture,

the anisotropy coefficient would be equal to 1 for any

fracture since the effect of the (finite) roughness becomes

negligible as w ? ?.

To conclude the elastic case, aperture histograms are

presented in Fig. 11 for increasing displacements. The

distribution of the aperture changes shape after the fracture

faces come into contact. Contact spots emerge as a peak at

the leftmost bin in Fig. 11c. Concurrently, the distribution

acquires a ‘fat tail’ in Fig. 11c.

Ductile rock

The material properties used in the simulation of a ‘ductile

rock’ are given in Table 2. The rock is linear elastic per-

fectly plastic and represents a ductile rock. As evident from

Table 2, the elastic properties of the ductile rock were

chosen equal to those of the brittle rock (see Table 1). This

was done in order to single out the effect of rock plasticity

on fracture behaviour. Thus, the two cases (ductile vs.

brittle) differ only with regard to the plastic behaviour,

while the elastic properties are identical. In reality, a

‘typical’ ductile rock would have elastic moduli lower than

a ‘typical’ brittle rock.

Similarly to the elastic rock, the two rock blocks were

initially placed in such way that the initial mechanical

aperture was equal to 2 mm. There were no contact spots

between the fracture faces at the beginning of the simula-

tion. The displacement of the top surface of the top block

was then increased from 0 to 5 mm. After the maximum

displacement value of 5 mm had been reached, the applied

displacement was decreased through the same steps from
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Table 2 Material properties in the simulation with linear elastic

perfectly plastic rock

Property Value

Young’s modulus (GPa) 5.0

Poisson’s ratio 0.3

Cohesion (MPa) 5.0

Angle of internal friction (�) 30

Angle of dilatancy (�) 25
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5 mm to 0. After that, a second loading cycle was per-

formed: the displacement was again increased, retracing

the same steps from 0 to 5 mm.

Averaged stress at the top surface of the top block versus

applied displacement is shown in Fig. 12. The curve in

Fig. 12 is nonlinear and has a significantly different shape

than the respective curve for an elastic rock (Fig. 2, solid

line). Namely, the curve is S-shaped during loading of the

ductile rock. The nonlinear part at the beginning of the

loading in Fig. 12 is caused by the same mechanism as the

nonlinearity in the case of the elastic rock, i.e. an increase

in the contact area. The nonlinear part at the end of the

loading (rightmost part of the S-shaped curve in Fig. 12) is

caused by plastic yield at contact points. Plastic yield leads

to the flattening of the fracture faces by the end of the load

increase. As a result, the aperture of the fracture is smaller

and more evenly distributed than at the end of the loading

of the elastic model. The hysteresis caused by plastic

deformation at the fracture faces is evident in the evolution

of the hydraulic aperture (Fig. 13). The evolution of wh

during loading resembles that in the elastic rock (cf.

Fig. 3). However, whereas the same curve would be traced

by an elastic rock during unloading as during loading,

plastic deformation leads to a hysteretic loop in Fig. 13.

The unloading branch is reversible. In addition, the

unloading branch is linear, apart from a slight nonlinearity

at the rightmost end (at the very beginning of unloading).

The latter is caused by an elastic rebound of the fracture

faces. After that, the two fracture faces become completely

separated, and the increase in the aperture follows the

displacement applied at the top side of the top block.

Irreversible, plastic deformation of asperities experienced

during compression in the first cycle results in the

hydraulic aperture being virtually equal to the average (i.e.

mechanical) aperture during subsequent unloading and

reloading. This is evident in Fig. 14 (red curve).

The hysteresis evident in Figs. 13 and 14 results in

different relationships between wh and w at the initial

loading and during subsequent unloading–reloading. Dur-

ing the initial fracture closing, the relationship between wh

and w is similar to that of an elastic rock. During unload-

ing, the fracture surfaces are quite smooth because of the

plastic deformation induced in the preceding loading. In

subsequent loading cycles, the asperities do not cause so

much flow tortuosity as they did in the original fracture,

prior to the first loading cycle. Thus, repeated normal

loading/unloading of a ductile rock reduces the perme-

ability anisotropy of a fracture.

In addition to affecting the value of the hydraulic

aperture, the repeated loading also affects the anisotropy of

the fracture permeability. It is evident from Fig. 14 that the

fracture was slightly anisotropic during the initial loading,

just as its elastic counterpart was. During unloading and

subsequent reloading, the fracture opened for flow, and its

permeability was virtually identical in the x- and y-direc-

tions since the asperities were smoothed out by plastic
Fig. 12 Stress versus applied displacement in the simulation of a

‘ductile’ rock

Fig. 13 Hydraulic aperture versus applied displacement in the

simulation of a ‘ductile’ rock

Fig. 14 Hydraulic-to-average-aperture ratio (flow in x- or y-direc-

tion) versus average (i.e. mechanical) aperture in the simulation of a

‘ductile’ rock
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deformation, and their impact on the flow tortuosity was

thereby significantly reduced.

To conclude the ductile case, aperture histograms are

presented in Fig. 15 for successive loading and unloading

steps in the first cycle. Note that the initial distribution,

prior to the first cycle, is identical to the brittle case and is

shown in Fig. 11a. After the fracture faces come into

contact, the distribution rapidly changes shape acquiring a

fat tail in Fig. 15b, just as it did in the brittle rock. During

unloading, an elastic rebound occurs, and the distribution

becomes quite close to normal in Fig. 15c. The distribution

of the aperture in the fracture that experienced plastic

deformation is much narrower than it was in the original

fracture (notice the scale of the horizontal axis in Fig. 15b,

c). Subsequent parting of the faces of the already opened

fracture shifts the distribution towards higher apertures

without altering its shape (Fig. 15d).

Discussion

Hysteresis in the fracture permeability versus normal stress

exhibited by the ductile rock suggests that caution should

be exercised when transferring the results of laboratory

measurements of the fracture permeability under stress

onto in situ (reservoir) conditions. The rock could have

been subject to a complex loading history in situ. Per-

forming a single loading in the laboratory with an

uncomplicated stress path is therefore likely to produce the

fracture permeability figures that are not very representa-

tive for an in situ fracture.

Simulations suggest that there is no direct proportion-

ality between the mechanical and the hydraulic aperture,

even if the rock were perfectly elastic. Moreover, there

might be a nonzero mechanical aperture below which there

is no flow, i.e. below which the hydraulic aperture is zero.

This is evident in Fig. 8.

The results presented in Fig. 8 are inconsistent with the

empirical law of (Barton et al. 1985) which suggests that

the ratio wh/w should linearly increase with w:

wh

w
¼ w

JRC2:5
ð2Þ

where JRC is the joint roughness coefficient of the fracture

surfaces. Earlier, (Chen et al. 2000) pointed out that Barton’s

formula was inconsistent with their experimental results. In

bFig. 15 Histograms of mechanical aperture (mm) at successive

applied displacements in the simulation of a ‘ductile’ rock. a Dis-

placement of 1.0 mm, loading (first cycle); b displacement of

3.0 mm, loading (first cycle); c displacement of 3.0 mm, unloading

(first cycle); d zero displacement, end of unloading from the first

cycle
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the case of our Fig. 8, the inconsistency with Eq. (2) is

mainly in the existence of a threshold value ofw below which

there is no flow in our simulation. This might be the effect of

finite fracture dimensions. However, even in a very large

fracture, some isolated spots might remain opened after the

flow is blocked as the fracture closes, thereby creating some

nonzero, ‘residual’ mechanical aperture (similar to isolated

pores creating porosity but not contributing to permeability

in porous media). Therefore, the existence of a threshold

value of w seems plausible albeit contradicting Eq. (2). This

is also consistent with the discussion of flow in fractures of

correlated versus uncorrelated landscapes in (Pyrak-Nolte

and Morris 2000). In a fracture having a correlated aperture

distribution (or, more precisely, when the correlation radius

is the same order of magnitude as the in-plane fracture

dimensions), the fluid flow is dominated by few preferential

flow paths similar to those appearing in Fig. 6b. When these

channels are closed during fracture deformation, the flow

rate will drop to zero. On the other hand, in the case of

uncorrelated landscapes (or, more precisely, in the case of a

fracture with large in-plane dimensions compared to the

correlation radius), asperities are distributed evenly across

the fracture, and therefore, multiple flow paths are available

even at large normal displacements.

Different behaviour of the fracture permeability in the

first versus subsequent loading cycles in the ductile rock

suggests that different fracture permeability closure laws

might be applicable for mature fractures and fresh (newly

created) fractures. The hysteresis in the mechanical beha-

viour of a fracture and in the fracture permeability under

cyclic normal loading is known from experiments. An

example is provided in (Gangi 1978) where it was attrib-

uted to the breakage of asperities in the first cycle. In our

model of the ‘ductile rock’, the asperities irreversibly

deform rather than break. It should be noted that irre-

versible (hysteretic) behaviour of fracture permeability was

observed also in experiments on brittle rocks, e.g. (Scholz

and Hickman 1983).

Experiments suggest that, in some cases, plasticity at

contacts may contribute significantly to fracture perme-

ability reduction at elevated normal stresses. This is cor-

roborated, for instance, by digital strain imaging of a

fracture formed at the interface between cement and rock

(Walsh et al. 2012). In the latter experiment, plastic

deformation was observed in the amorphous silica regions

and regions depleted of Portlandite cement adjacent to the

fracture faces. These chemical alterations were induced by

exposure to CO2. As a result, the reduction in the fracture

permeability under stress was significantly greater than

what could be attributed to the elastic deformation of

contacts alone.

In real rock formations, the flattening effect observed in

the simulation on the ductile rock and caused by plastic

deformation of asperities could be further enhanced by

shear displacement under stress that may further smooth

the fracture faces out by shearing the asperities off. The

gouge (pieces of broken rock) produced during such slip

may further complicate the picture by blocking the flow in

the fracture and thereby reducing the fracture permeability

(Lorenz 1999; Smart et al. 2001).

The changes in the aperture distribution as the fracture

closes (see the histogram evolution from Fig. 11a–c) are

quite similar to the changes observed in experiments by

Muralidharan et al., who used CT scans to quantify the

development of fracture aperture under normal stress (Mu-

ralidharan et al. 2004). In particular, the emergence of the ‘fat

tail’ in the distribution evident in our Fig. 11c (Fig. 15b) was

observed in Muralidharan et al.’s experiments.

The effect of irreversible, plastic normal deformation on

the fracture aperture is to compress the statistical distri-

bution of the aperture, so that the apertures fall into a

narrower range than they do in a virgin fracture (Fig. 15).

The statistical distribution of apertures in a fracture that

underwent plastic deformation is different than it was

before such deformation. The loading of a fractured rock

leaves therefore an ‘imprint’, or ‘memory’, about the

loading that then stays in the fracture. The roughness of the

fracture faces thus carries information about the stress

history. This is in a way similar to other stress-memory

effects in rocks, such as the Kaiser effect in acoustic

emission, a phenomenon well known in rock mechanics

(Becker et al. 2010; Lavrov 2003).

Fracture permeability is often anisotropic. For instance,

anisotropy can be created by shear displacement (slip) of

the fracture faces (Detwiler and Morris 2014). Our simu-

lations show that normal loading is likely to increase the

anisotropy of the fracture permeability. This confirms the

earlier results of Detwiler and Morris obtained with a much

simpler fracture deformation model (Detwiler and Morris

2014).

It should be noted that properties of the rock were

identical in the entire rock block in this study. In reality,

fracture surfaces can be weathered or damaged, making the

strength and stiffness of asperities different from the

properties of the bulk material. Incorporating such alter-

ations into the finite-element model of fracture deformation

should be trivial, but would require information about the

distribution of, for example, cohesion and internal friction

angle in the rock, in the direction normal to the fracture

face. Such information could be obtained, for example, by

a hardness test or a scratch test that enable the estimation of

rock properties at different depths from the free surface.

In order to use the proposed computational approach, a

validation against experiments is needed. Calibration and

validation of the model against experiments for specific

rocks is an outstanding task. In order to perform such a
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calibration properly, a larger fracture model would need to

be used.

Conclusions

A computational framework for evaluating the fracture

permeability under normal stress has been developed and

tested on two examples: a perfectly elastic (‘brittle’) rock and

an elastic perfectly plastic (‘ductile’) rock. The two types of

rock exhibit significantly different behaviour of fracture

permeability under repeated loading. Both mechanical and

hydraulic behaviours of the fracture under cyclic normal

loading are found to be in qualitative agreement with the

results obtained in a number of published experimental

studies. The computational approach provides an insight into

the actual mechanics of the fracture deformation under

stress, and the effect of the latter on the permeability. In

particular, a hysteresis in the fracture roughness is obtained

with the ‘ductile rock’, suggesting that (at least some) frac-

tured rocks may have ‘memory’ about their loading history

imprinted in the fracture landscapes. The anisotropy of

fracture permeability is reduced as the fracture opens and is

increased as the normal stress increases. During repeated

loading/unloading of a fracture in a ductile rock, asperities

are smoothed out. Therefore, repeated loading/unloading

cycles reduce the flow tortuosity and the anisotropy of the

fracture permeability. The effect of repeated loading of a

ductile rock is also to compress the statistical distribution of

the local fracture apertures.
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